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6.1 INTRODUCTION

The relation of responses to doses of environmental toxicants is an important element in the control and prevention of ecological problems. In general terms, dose–response is the relation between any measurable stimulus, physical, chemical, or biological, and the response of living matter in terms of the reactions the stimulus produces over some range of the amount of stimulus. In toxicological situations, there is normally, though not always, a monotone relation between the intensity of the stimulus and the particular response it elicits.

The reactions to any one stimulus may be multiple in nature, e.g. loss of weight, decrease in blood sugar, central nervous system disorders, decrease in organ function, or even death. Each reaction will have its own unique relation with the degree of the stimulus. In addition, the measurement of any specific reaction can be made in terms either of the magnitude of the effect produced, including whether the effect is produced or not, or of the time required for the appearance of a specific effect. These responses may be acute reactions, sometimes occurring within minutes of the stimulus, or they may be long-delayed effects such as cancer, which may not appear clinically until most of the animal’s normal lifespan has elapsed.
Other responses may not even appear in the exposed subject, but may become manifest in some later generation.

The degree of stimulus, or in general terms, the dose level, may be measured in different ways. For example, consider some animal that is exposed to a chemical toxicant in the environment, either through the air breathed, the food eaten, or through some other external exposure. The magnitude of the stimulus, or exposure level, may be quantified as parts per million in the air or food, or may be measured as the quantity of the substance actually reaching the target receptor, some internal organ or other tissue. The former quantity can be thought of as the ‘actual’ exposure, or dose level, while the latter may be termed the ‘effective’ exposure level. The actual level may be modified by absorption, distribution, metabolism, detoxification, and excretion of the chemical substance. Therefore, the effective level may well be some complex function of the actual level along with the biochemical and physiological dimensions of the host resulting in a potentially quite different relation between the levels of the stimulus and the magnitude of response, depending upon the manner in which the stimulus is measured. Swartz and Spear (1975) recommend relating the time-integrated internal exposure to the observed response in carcinogenesis studies since mechanistic conclusions, which are dependent upon this relation, may be obscured by the relation of external to internal exposure.

The relation between the dose level of a toxicant and the resulting reaction is often impossible to estimate by direct measurements of the stimulus itself unless its mechanism of action is known. A toxic element in different chemical constitutions may produce quite different biological effects in the same host due to different modes of interaction with the organism and its tissues. Therefore, lacking complete mechanistic knowledge, the relation between the toxicant and its effects on a biological system must be either observed in nature or tested in the laboratory or field. Experimentation under laboratory conditions is ideal for the control of extraneous variation or possible bias. The experimental conditions may be rigidly controlled and the results are subject to considerations of reproducibility. However, because of potential physical limitations of the laboratory, the experimental conditions may well be unrealistic images of the natural environment and hence, extrapolation to the real world may be difficult and sometimes unwarranted. Experiments on plants or animals may also be conducted in the field. Here, the idea is to reproduce the natural environment as closely as possible, but with this type of experiment one cannot easily control the many factors which may have an influence on the results of the test.

This section is concerned with the statistical techniques used for the estimation of dose–response relations. It will be assumed that the particular agent in question is known to be generally toxic and that the purpose of the following statistical analyses is to obtain an indication of the relation between dose level and the toxic response. The general methods are applicable to any experimental situation, be it in a highly controlled laboratory environment, in the field, or gradations in between.
One feature common to all experiments in any field, biological or other, is the variability in the measured effects from a given stimulus. In experiments with living matter this variability will usually be much greater than in the common chemical or physical measurements. In addition to the simple variation inherent in the measuring device, such as a scale to measure weight or a more complex assay of the amount of a certain chemical in the blood, the response of the experimental subjects, be they plants or animals, may also be influenced by biological and physiological factors such as sex, age, or some other physical conditions. The test subjects themselves will not be a completely homogeneous group with respect to all important factors which may affect the stimulus-response reaction. The susceptibilities of the subjects to the stimulus may well be dependent upon genetic differences which, even if known, cannot be completely controlled. In any experiments used to estimate a dose-response relation, the results of the experiment and its analysis must include some measures of the variability of the results, for such results to be properly interpretable.

6.2. EXPERIMENTAL DESIGN

The assessment of any stimulus—response relation will depend upon the data on which it is based. Inadequate data, whether experimental or observational, will not permit estimation of this relation. As an extreme example, when the effect is measured in terms of the per cent incidence of a particular response, any experiment in which the dose levels are either too low to show any response, or so high that they all show 100% response, can obviously give little information on the dose—effect relation. Any study, properly designed to elicit adequate information on the relation between dose and response, will entail the consideration of many factors (Emmens, 1948; Jerne and Wood, 1949; Finney, 1964).

The initial step is selection of the species of test subjects. Ideally, the subjects should be that species to which the results of the experiment are to be applied, or a closely comparable species. If one wishes to estimate the toxicological effect of some chemical pollutant in the environment, then representative species in the environment, either terrestrial or aquatic or both, should be tested. However, this approach is often not feasible for a variety of reasons. The species to be tested should be chosen on the basis of its susceptibility to the induction of the response of interest and on the basis of its biochemical and physiological similarity to the species to which the experimental results are to be applied. Similar dose—effect relations for many species will produce invaluable information on the general applicability of the dose—effect relation. Dissimilarities, which can be explained by known physiological differences between the species, may also be useful for extrapolating from one species to another.

The next step in the experimental design is the selection of the route and duration of the exposure which should be comparable to those occurring in nature. An inhalation study cannot be extrapolated to oral exposure without making a
number of assumptions concerning the fate of the toxic agent between initial exposure and its reaching the target tissue. Metabolic pathways or physiological barriers may vary with different exposure routes. The results of single exposure studies cannot always be applied to chronic exposures in the environment; a single dose of 100 units of some toxicant may be either more or less effective than 100 fractionated one-unit doses of the same agent distributed over a period of time. For example, Matsumura (1972) showed that the ratio of the chronic to acute oral dosage for mallards required to produce 50% mortality is 50 for DDT and 1 for dieldrin and 'Zectran', with other insecticides falling within this range. In addition, single exposure situations may depend on physiological factors such as the age of the subject. Huggins et al. (1961) have shown that the rate of induction of mammary cancer by 3-methylcholanthrene in rats is strongly affected by the age of the animal at exposure.

The selection of dose levels for an experimental bioassay is a critical step in the design of the study and will depend upon the purpose of the study. If the primary purpose is to show that a certain effect can be produced by the test agent, then the ideal design would have one treated group at the highest dose level that can be tolerated by the test subjects, i.e. a dose that will not produce other toxic effects that may obscure the response of interest. To guard against the possibility of incorrectly using too high a level of the stimulus, a second, lower level is also commonly incorporated in the design. If the response under consideration may have a spontaneous occurrence, then an untreated control group must also be included. This type of design will not, however, produce much information about the shape of the dose-response relationship. An efficient design to ascertain this shape should consist of a number of dose levels selected to produce a range of response rates between 10% and 90%. If little or no prior information is available on the expected response rates at various dose levels, then some type of pre-experiment should be performed. Dixon and Mood (1948) proposed what has been termed an up-and-down method, using single-test subjects, to estimate the dose level required to produce a specific response rate of some acute effect. Their technique has been generalized and extended by Robbins and Munro (1951) and Hsi (1969) to estimate the dose levels that produce 10%, 50%, and 90% responses; the final dose-response bioassay study can then be designed to use dose levels within this range. Bartlett (1946) suggested the use of an 'inverse sampling rule' for this problem. Ideally, the more dose levels used, the better the dose-response relationship can be estimated, but the cost of the study will normally determine the total number of subjects in the experiment. Therefore there is some trade-off between having many dose levels and having adequate numbers of test subjects at each dose.

The optimal spacing between the chosen number of dose levels is unknown, but a common approach is to choose equal spacing on the dose-level scale that is to be used in the analysis. For example, if it is planned to use a probit or log-logistic model for the analysis, then the doses should be selected to have equal spacing on a
logarithmic scale. Hoel and Levine (1964) have given an optimal spacing solution to the general polynomial regression problem when the purpose is to estimate a value outside the observation range. Wetherill (1963) gives an optimal spacing for use in a logistic model.

Once the total number of test subjects has been decided, a decision must be made as to their allocation over the dose levels; this will depend upon the purpose of the study. If the design calls for \( k \) dose-level groups, each to be compared to a control group simply to find if an effect of treatment exists at some dose, then an optimal design is to allocate an equal number, say \( N_t \), to each treated group, and place \( \sqrt{kN_t} \) subjects in the control group. However, if the purpose is to estimate the response at each dose level equally well, then the number of subjects allocated to the \( i \)th level should be proportional to \( p_i(1 - p_i) \), where \( p_i \) is the expected response rate. This means that one should allocate progressively less subjects to the extreme dose levels, both low and high. However, this does not imply that the number of control subjects should be zero unless the unexposed response rate is known to be zero. If no prior information exists on the expected response rates, then equal allocation should prove a reasonable strategy.

More complex bioassays involving combinations of toxic agents or the examination of different factors that modify the effects of a single toxicant may also be designed. The combined exposure to different toxicants may produce independent, additive, or synergistic effects, or they may be antagonistic to one another. Definitions of these actions, and the construction of theoretical models to explain them have been proposed by many authors; Plackett and Hewlett (1967), Hewlett and Plackett (1959, 1964), and Ashford and Smith (1964, 1965) are among them. Street et al. (1970) discuss the ecological significance of such interactive effects and the complexities inherent in their measurement. The subject is also discussed in Chapter 9.

A single experimental bioassay can measure the effect of a stimulus under only one fixed set of experimental conditions. However, nature presents more than a single face, and the ability to extrapolate experimental results to the natural environment will depend upon the generality of the bioassay design. Muirhead-Thompson (1971) discusses the influence of physical factors, such as temperature, water hardness, and pH, on the pesticide impact on fresh water. Matsumura (1972) showed that the mortality rate of brine shrimp exposed to various chlorinated hydrocarbon insecticides was dependent upon the salt concentration, the effect being greatest at either extremely low or high concentrations. Therefore, since we do not know whether these potential modifying factors exert independent or interactive effects, multifactorial studies should be designed in such a manner as to allow for the measurement of all possible joint effects. A complete multifactorial experiment will normally require a sizeable study. For example, a study with 3 factors having 4, 3, and 2 levels respectively along with 5 dose levels would require \( 120 = (4 \times 3 \times 2 \times 5) \) groups of test subjects. At twenty subjects per group, we would be faced with an experiment containing 2,400 subjects. However, using
experimental design techniques as described by Kempthorne (1952) and Cochran and Cox (1957) for general statistical problems and Finney (1964) and Das and Kulkarni (1966) for bioassays, the size of these studies may be reduced if one is willing to assume that certain interactions between the factors, the dose and the response are negligible. However, this reduction in experimental units produces greater complexity in the analysis of such studies, so great care should be exercised in their design.

6.3. QUANTAL RESPONSES

One type of response commonly measured in toxicological studies is the quantal, or all-or-nothing, response, e.g. death. Measurements of degree of effect will normally provide a more refined measure of the response to a stimulus, but quantification is often very difficult or, for some responses, impossible.

When the response is quantal, its occurrence, for any particular subject, will normally depend upon the degree of the stimulus. For this subject, under constant environmental conditions, there will usually be some level of the stimulus below which the response will not occur and above which it will. This level is referred to as the subject's tolerance. Because of the biological variability among the population of individuals, their tolerance levels will also vary, sometimes within quite wide limits.

For quantal responses it is therefore natural to consider the distribution of tolerances over the population in question. If $D$ represents the dose level of a particular stimulus, then the distribution of tolerances may be mathematically expressed as $f(D)dD$ which represents the proportion of individuals having tolerances between $D$ and $D + dD$, where $dD$ is small. If we are willing to assume that all members of the population will respond to a sufficiently high level of the stimulus, then the sum of these proportions should equal unity, or

$$\int_{0}^{\infty} f(D)dD = 1. \tag{6.1}$$

If a population is exposed to a dose of $D_0$, then all members with tolerances less than or equal to $D_0$ will respond, and the proportion they represent of the total population can be calculated as,

$$P(D_0) = \int_{0}^{D_0} f(D)dD. \tag{6.2}$$

Figure 6.1 shows a hypothetical tolerance distribution, $f(D)dD$, along with its corresponding cumulative distribution, $P(D)$, as defined in equation (6.2). The function $P(D)$ represents the dose–response relationship for the population when the response is quantal in nature. For any individual, the dose–response curve would be a step function, zero less than its tolerance and unity greater than its tolerance. However, for a population of individuals, the response can be measured
as the proportion responding. The curve defined by \( P(D) \) can also be considered as the probability that one individual, selected at random from the population, will respond to a dose level \( D \). This particular distribution in Figure 6.1 assumes that \( P(0) = 0 \) (no responders for a zero dose) and \( P(\infty) = 1 \) (all will respond to some high dose). Either or both of these two assumptions may be untrue. The first assumes no spontaneous occurrence of the particular response which is false for a number of responses, while the second may be false if either an immune group exists within the population or the particular response in question becomes overwhelmed at high dose levels by a different response and does not have a chance to become manifest.

If a group of \( N \) test subjects were chosen at random from some population having a tolerance distribution given by \( f(D) \, dD \), and each subject was exposed to the same dose level \( D \), then the number of subjects showing the response would be a random variable having a binomial probability distribution. In mathematical terms, the probability of \( R \) responders out of \( N \) subjects each given a dose of \( D \), is given by,

\[
\text{Prob}(R) = \binom{N}{R} P(D)^R Q(D)^{N-R},
\]  

(6.3)
where $Q(D) = 1 - P(D)$ and $P(D)$ is the probability of response for one randomly chosen test subject as defined in Equation 6.2. The observed proportion of responders in the test sample, $p(D) = R/N$, is then an estimate of the true proportion in the population, $P(D)$. This observed proportion can be either larger or smaller than the population value because of sampling variation, but the variation is centered around the value $P(D)$ and decreases as the size of the test sample increases.

An estimate of the dose—response relation can be obtained by testing various groups of subjects at different dose levels. Each value of the observed proportion of responders, $p(D)$, is an estimate of its corresponding $P(D)$, and from these quantities, the population cumulative tolerance distribution can be estimated. In general, $P(D)$ will increase with the dose $D$, but if the number of test subjects at each dose level is small, then sampling variation may interfere with the regularity of trend in the observed proportions $p(D)$.

The preceding discussion has assumed that the subjects chosen to be tested at each dose level have been randomly selected from some larger group of subjects and that the experimental conditions are the same for each dose. Deviations from these assumptions, either by choice or by chance, may result in the binomial model equation (6.3) being inapplicable. For example, non-random selection of test subjects, such as different age groups at the different dose levels or the selection of a group of subjects from the same parent to be tested at the same dose, would cause the ratio of the variation among dose groups to the variation within groups to be larger than expected under the binomial model. In addition, differences between the dose groups with respect to factors known to be associated with the response, such as age, sex, weight, or some conditions of the experiment itself, could produce an undesired bias in the observed proportions. In any experimental situation, care must be given to select the groups at random and to control other variables of the experiment.

### 6.4. MATHEMATICAL MODELS OF TOLERANCE DISTRIBUTIONS

A toxicological dose—response experiment, or bioassay, will result in a series of dose levels, $D_i$, $i = 1, \ldots, k$, along with their corresponding observed proportions responding, $p_i = p(D_i)$. These pairs of values $(D_i, p_i)$ provide an estimate of the dose—response relation for only a limited number, $k$, of dose levels. An estimate of the entire dose—response curve can be made only by assuming some general functional form relating dose to response, i.e. $P(D) = g(D; \theta)$, where the function $g$ represents some particular class, the member of the class being defined by the unknown constant, or constants, $\theta$. For example, $g$ may be a simple linear function, $g(D; \theta) = \theta_0 + \theta_1 D$, or a more complex function such as $g(D; \theta) = 1/2 + (1/\pi)\tan^{-1} (\theta_0 + \theta_1 \log(D))$.

The results of toxicity tests often show that the observed proportion of responders monotonically increases with dose and shows a sigmoid relation with
some function of the exposure level. This led to the development of the normal, or probit, model of the dose—tolerance distribution. This model assumes that the population distribution of tolerances is given by the normal probability model,

\[ f(D; \theta) = (2\pi \theta_1^2)^{-1/2} \exp \left[ -\frac{1}{2} \left( \frac{x(D) - \theta_0}{\theta_1} \right)^2 \right], \theta_1 > 0 \]  

(6.4)

or

\[ P(D, \theta) = \frac{x(D) - \theta_0}{\theta_1} \int_{-\infty}^{\theta_1} (2\pi)^{-1/2} \exp(-t^2) \, dt, \]

where \( x(D) = x \) is some transformed value of the dose level \( D \). Some transformations commonly used in practice are

\[ x = \log_{10}(D), \]

and, more generally

\[ x = D^a, \]

where \( a \leq 1 \). The validity of any transformation will depend upon the mechanism of the response to the stimulus in question and, as such, is beyond the scope of this discussion. We, as Finney (1949), propose to use any transformation that appears to fit the observational data, but any additional mechanistic knowledge for a particular problem should be incorporated into the model. The normal model in equation (6.4) has commonly been used with the logarithmic dose transformation. A history of the development of this model is given by Finney (1952).

Other mathematical models of tolerance distributions which lead to the sigmoid appearance of their corresponding dose—response curves are:

1. The logistic curve,

\[ P(D; \theta) = \left(1 + \exp[\log(\theta_0) - \theta_1 \log(D)]\right)^{-1}, \theta_0, \theta_1 > 0 \]

\[ = \frac{D^{\theta_1}}{\theta_0 + D^{\theta_1}} \]  

(6.5)

which is derived from chemical kinetic theory and was proposed by Wilson and Worcester (1943) and Berkson (1944) for bioassay analyses, and

2. The sine curve,

\[ P(D; \theta) = \frac{1}{2}\left(1 + \sin[\theta_0 + \theta_1 \log(D)]\right) \]  

(6.6)

which is applicable only over a limited range of doses, \(-\pi/2 \leq \theta_0 + \theta_1 \log(D) \leq \pi/2\), and has no theoretical justification other than computational simplicity (Knudsen and Curtis, 1947). Other dose—response models have been proposed on the basis of what has been called ‘hit theory’. These models do not start with an assumed dose—tolerance distribution to produce a dose—response curve, but are derived on
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general mechanistic dose–response assumptions. Turner (1975) summarizes all
these models. The more commonly used models are the single hit model,

\[ P(D; \theta) = 1 - \exp(-\theta D), \quad \theta > 0 \]  

(6.7)

and the multi-hit model,

\[ P(D; \theta) = 1 - \sum_{h=0}^{m-1} \frac{1}{h!} (\theta D)^h \exp(-\theta D), \quad \theta > 0 \]  

(6.8)

where \( m \) is the minimum of 'hits' on a receptor required to obtain a response.
Another model, which has been proposed as a mechanism in carcinogenesis, has
been termed the multi-stage model. One derivation of this general process, due to
Armitage and Doll (1961) and extended by Peto (1975), leads to the mathematical
relation,

\[ P(D; \theta) = 1 - \exp\left( - \sum_{h=1}^{m} \theta_h D^h \right), \quad \theta_h \geq 0, \quad h = 1, \ldots, m \]  

(6.9)

where \( m \) is the number of stages in the process affected by the agent. A
dose–tolerance distribution may be obtained from these models by inverting
equation (6.2), i.e.

\[ f(D; \theta) = \frac{dP(D; \theta)}{dD} \]  

(6.10)

Therefore, the tolerance distribution corresponding to the multi-hit model (6.8) is
the gamma distribution

\[ f(D; \theta) = \frac{\theta^m}{\Gamma(m)} D^{m-1} \exp(-\theta D) \]  

(6.11)

which looks similar to both the log-normal and log-logistic tolerance distributions.

Table 6.1 compares the dose–response relations of three models. It might be
thought that the selection of one particular model over the others would be obvious
from inspection of the calculated responses but this table shows that three of the
most commonly used models, log-normal, log-logistic, and single-hit give results that
differ by little over a 256-fold dosage range (FDA Advisory Committee on
Protocols for Safety Evaluation, 1971). It would take an inordinately large
experiment to be able to conclude which of the three models best described the
observational data.

If the calculated dose–response curve is to be used to estimate the response rate
that would be expected from an exposure level within this range of observable
responses, then all three models will give comparable results. Interpolation between
observed data points within the range of approximately 5%–95% response rates will
not be greatly affected by the mathematical model selected. However, extrapola-
tion to exposure levels expected to give very low response rates is highly dependent upon the choice of mathematical models, which is shown in Table 6.2 extending the previous table to much smaller doses. It can be seen that the further one extrapolates from the observed response range, the more divergent the various models become. At a dose level that is 1/1000 of the 50% response dose, the single-hit model gives an estimated response rate 200 times as large as the log-normal model. The fact that a moderate-sized experiment conducted at dose levels high enough to give observable response rates cannot discriminate among these various models, and the fact that these same models show a substantial divergence at small dose levels present major difficulties for low dose extrapolation problems. Brown (1976a) has suggested the use of a multi-stage model (equation 6.9) along with an estimate of both sampling and model variability for this problem, since the multi-stage model has the extrapolation characteristics of most other models, depending upon the number of stages used.

It should be noted that all the mathematical dose—response models presented have the feature that for any dose $D > 0$, $P(D) > 0$, i.e. there is no absolute threshold level below which the probability of response is zero. A common

<table>
<thead>
<tr>
<th>Dose level</th>
<th>Log-normal model</th>
<th>Log-logistic model</th>
<th>Single-hit model</th>
</tr>
</thead>
<tbody>
<tr>
<td>0.01</td>
<td>0.05</td>
<td>0.4</td>
<td>0.7</td>
</tr>
<tr>
<td>0.001</td>
<td>0.00035</td>
<td>0.026</td>
<td>0.07</td>
</tr>
<tr>
<td>0.0001</td>
<td>0.0000001</td>
<td>0.0016</td>
<td>0.007</td>
</tr>
</tbody>
</table>
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The toxicological problem is whether or not a threshold level actually exists. Thresholds should, however, be considered from two different viewpoints: a 'theoretical' level below which a toxic response is impossible; and a 'practical' level below which the chance of response is highly unlikely or unobservable. Theoretical thresholds could vary substantially in an outbred population due to genetic differences, and their existence cannot be proven by statistical arguments; this proof would have to come from complete knowledge of the mechanism of toxicological action.

Experimental or observational evidence for the existence of a threshold is commonly presented in the form of a dose-response graph in which the response rate is plotted against dose level. Either the existence of doses not showing an increase in response over controls or the extrapolation of such curves to low doses which apparently would result in no increased response are cited as indications of the existence of some threshold below which no response is possible. This type of evidence is of little value. In the first situation, the observation of no responders does not guarantee that the probability of response is actually zero. From a statistical viewpoint, zero responders out of $N$ at risk is consistent at the 5% significance level, with an actual response rate between zero and approximately $3/N$.

In the second case, when a graph of observed dose against responses is extrapolated downward to a no-effect level, the observed dose-response relation, often linear, is assumed to persist throughout the entire range of dose levels. This assumption can easily lead to an erroneous conclusion when the true dose-response curve has a rising slope, i.e. is convex. Brown (1976b) discusses this problem in detail when the response is carcinogenic in nature. He shows that statistical analyses of bioassay results cannot discriminate between mathematical models which assume the existence or non-existence of an actual threshold. Therefore, without a knowledge of the mechanism producing the response, when extrapolating below the observable response range, it would be prudent to assume that no threshold exists.

### 6.5. ESTIMATION OF A QUANTAL DOSE-RESPONSE CURVE

In this section we shall assume that we have concluded a typical quantal dose-response experiment, or bioassay, and, having observed the proportions responding at various dose levels, we wish to estimate the population dose-response relation.

First we have to select one of the mathematical models with which we shall perform the analysis. For the sake of simplicity, we shall use the log-logistic model (equation 6.5), though the general technique to be described is applicable to any model. The logistic model can be written as,

$$P(x; a, b) = \left[1 + \exp\left[-(a + bx)\right]\right]^{-1}, \quad b \geq 0$$  \hspace{1cm} (6.12)

where $P$ is the probability of a randomly selected individual from the population responding to an exposure of $x = \log(\text{dose})$. The series of log dose levels are denoted
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as $x_1, x_2, \ldots, x_k$ and their corresponding observed proportions responding as $p_i = p(x_i) = r_i/n_i$, $i = 1, 2, \ldots, k$, where $r_i$ is the number of test subjects responding out of $n_i$ exposed at the $i$th dose level. The estimation of the dose–response curve consists of estimating the two unknown parameters $a$ and $b$, which can be accomplished in a variety of ways, ranging from simple graphical techniques (DeBeer, 1945; Litchfield and Wilcoxon, 1949), to more sophisticated methods such as maximum likelihood or minimum chi-square. The maximum-likelihood method is an extremely general, fully efficient estimation technique but is computationally difficult (Cornfield and Mantel, 1950). Bliss (1935) and Finney (1952) give its application to the probit model and the details of this method are given for any general quantal response model in the Appendix to this chapter. A simpler computational approach has been given by Grizzle et al. (1969) for the general logistic model and by Berkson (1949) for bioassay data.

The logistic model in (6.12) can be rewritten as,

$$\log \left[ \frac{P(x; a, b)}{Q(x; a, b)} \right] = a + bx$$

(6.13)

where $Q(x; a, b) = 1 - P(x; a, b)$. The transformation $\log(P/1 - P)$ has been termed the logit transformation by Berkson (1944). This has reduced the problem from a non-linear to a simpler linear problem which can be solved by the method of least squares. The linear model in equation (6.13) relates the response to the dose for the $i$th experimental group as,

$$z_i = a + bx_i$$

where $z_i$ is the logit of the response rate, and $x_i$ is logarithm of the dose level.

Since the variances of the observed logits are not necessarily equal, we should properly use weighted, as opposed to unweighted, least squares. The variance of the $i$th response rate is $p_i Q_i/n_i$, where $Q_i = 1 - P_i$ and $P_i$ is the population response rate. From asymptotic statistical theory, the variance of the logit of the response rate is $1/n_i P_i Q_i$, which is an approximate variance for finite samples. Therefore, the weighted least squares method uses $W_i = n_i P_i Q_i$ as the weights, which can be approximated by the observed response rates $w_i = n_i p_i q_i$. In the event that $p_i = 0$ or $1$, which would result in the weighting factor being zero, Berkson (1953) suggests using $p_i = 1/n_i$ in place of zero, and $p_i = 1 - 1/n_i$ in place of unity. The weighted least squares technique produces the following estimates for $a$ and $b$,

$$a = \frac{\sum w_i x_i^2 \Sigma w_i z_i - \Sigma w_i x_i \Sigma w_i x_i z_i}{\Sigma w_i \Sigma w_i x_i^2} = \bar{z} - b \bar{x},$$

and

$$b = \frac{\Sigma w_i \Sigma w_i x_i z_i \Sigma w_i x_i - \Sigma w_i x_i \Sigma w_i x_i z_i}{\Sigma w_i \Sigma w_i x_i^2} = \frac{\Sigma w_i (x_i - \bar{x})(z_i - \bar{z})}{\Sigma w_i (x_i - \bar{x})^2},$$

(6.14)
where \( \bar{x} = \sum w_i x_i / \sum w_i \) and \( \bar{z} = \sum w_i z_i / \sum w_i \). Once \( a \) and \( b \) are estimated, the population response rate can then be estimated for any dose level \( D \) in the following manner. First estimate the logit of the response rate using equation (6.13),

\[
\hat{z} = a + b \log(D),
\]

and then transform the logit to the response probability using equation (6.12),

\[
\hat{P}(D) = (1 + e^{-\hat{z}})^{-1}
\]

The estimated variances of these parameter estimates are given by,

\[
S_a^2 = \frac{\sum w_i x_i^2}{\sum w_i \sum w_i x_i^2 - (\sum w_i x_i)^2} = \frac{\sum w_i x_i^2 / \sum w_i}{\sum w_i (x_i - \bar{x})^2},
\]

and

\[
S_b^2 = \frac{\sum w_i}{\sum w_i \sum w_i x_i^2 - (\sum w_i x_i)^2} = \frac{1}{\sum w_i (x_i - \bar{x})^2}.
\]  \hspace{1cm} (6.15)

The variance of the estimated logit \( z \) of the response rate for any value of the log dose, \( X = \log(D) \), can be obtained from the relation,

\[
\text{Var}(z) = \text{Var}(a + bX) = S_a^2 + X^2 S_b^2 + 2X S_a S_b,
\]

where \( S_{ab} = - \bar{x} / \sum w_i (x_i - \bar{x})^2 \) is the covariance between the two parameter estimates, \( a \) and \( b \). This can be simplified to become,

\[
\text{Var}(z) = S_z^2 = \frac{1}{\sum w_i} + \frac{(X - \bar{x})^2}{\sum w_i (x_i - \bar{x})^2}
\]  \hspace{1cm} (6.16)

This variance can be used to place statistical confidence limits on the estimated logit,

\[
z \pm Z_{\alpha/2} S_z
\]  \hspace{1cm} (6.17)

where \( Z_{\alpha/2} \) is a standard normal deviation corresponding to a total tail area of \( \alpha \). For 95% confidence limits, \( \alpha = 0.05 \) and \( Z_{0.025} = 1.96 \). Once these limits are placed on the estimated logit, they can be transformed by equation (6.12) to give confidence limits on the estimated population response,

\[
\{1 + \exp[-(z - Z_{\alpha/2} S_z)]\}^{-1} \leq P(D) \leq \{1 + \exp[-(z + Z_{\alpha/2} S_z)]\}^{-1}
\]  \hspace{1cm} (6.18)

The regression equation (6.13) can also be used in reverse to find that dose level which is expected to produce a certain population response rate. A common method of characterizing the toxicity of a stimulus is by means of the median effective dose. This value is defined as the dose which will produce a response in half the population, and thus is sometimes called the median tolerance. This median
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effective dose is commonly denoted by EDs. When the response in question is death, then the term LDs, the median lethal dose is used. Analogous symbols may be denoted dose levels which affect other proportions of the population, such as the ED10, the dose which causes 10% of the population to respond.

In general, an estimate of the EDp, the dose resulting in a proportion p of responders, can be obtained from equation (6.13) as,

\[ \hat{X}_p = \log(D_p) = (\log(p/q) - \hat{a})/\hat{b} \]  

(6.19)

The approximate variance of this log dose is given by,

\[ S^2_{\hat{X}_p} = \left( \frac{1}{\hat{b}} \right)^2 \left( \frac{1}{\Sigma w_i} \frac{(\hat{X}_p - \bar{X})^2}{\Sigma w_i (x_i - \bar{X})^2} \right). \]

(6.20)

As can be seen from this expression, the variance of this log dose increases as the estimated log dose moves away from the average log dose of the experiment. As before, confidence limits for the dose \( D_p \) giving the desired response rate \( p \) can be obtained from equations (6.19) and (6.20) as,

\[ \exp(\hat{X}_p - Z_{\alpha/2} S_{\hat{X}_p}) \leq D_p \leq \exp(\hat{X}_p + Z_{\alpha/2} S_{\hat{X}_p}) \]  

(6.21)

The following is an example of the concepts and calculations of these statistical procedures. The observed data come from an experiment designed to measure the lethal effect of rotenone sprayed on the chrysanthemum aphid. The data are given in Table 6.3, reproduced from Finney (1952). The proportions responding to treatment, (response here is death) are shown in column 5 for each of the five concentrations used in the experiment. The next five columns are quantities used in the calculation of the parameters \( a \) and \( b \) and their variances in the log-logistic model. The calculation of these parameters is shown below the table. The log dose associated with 50% mortality is estimated from equation (6.19) where \( \log(P/Q) = \log(0.5/0.5) = 0 \) resulting in the estimate being simply, \( -\hat{a}/\hat{b} \). The last two columns of the table give the estimated proportion of responders at each dose level, calculated from equation (6.12), and the contributions to a chi-square test for comparing the fitted logistic model with the observed data. Figure 6.2 shows the observed proportions responding at each dose level and a graph of the log-logistic model fitted to these data along with 95% confidence limits on the fitted curve. The limits were obtained from equation (6.18). The figure shows the sigmoid nature of the log-logistic model and that it appears to describe adequately the observed dose-response relationship. One should, however, use a statistical test to evaluate the fit of the model to the data.

The Pearson chi-square statistic, denoted \( X^2 \), is commonly used to test whether or not the assumed model, here a log-logistic, fits the observed data. The statistic \( X^2 \) is given by,

\[ X^2 = \sum \frac{(\text{observed} - \text{expected})^2}{\text{expected}} \]
Table 6.3 Example of Log-logistic Model Applied to Quantal Response Data. Toxicity of Rotenone. (Reproduced by permission of Cambridge Univ. Press from Finney, 1952)

<table>
<thead>
<tr>
<th>Concentration (mg/l)</th>
<th>Log dose</th>
<th>Responders</th>
<th>Number at risk</th>
<th>Proportion responding</th>
<th>w = npq</th>
<th>wx</th>
<th>wx²</th>
<th>wz</th>
<th>wxz</th>
<th>Estimated proportion responding square</th>
</tr>
</thead>
<tbody>
<tr>
<td>D</td>
<td>x</td>
<td>r</td>
<td>n</td>
<td>p</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>2.6</td>
<td>0.956</td>
<td>6</td>
<td>50</td>
<td>0.120</td>
<td>5.380</td>
<td>5.048</td>
<td>4.826</td>
<td>-10.518</td>
<td>-10.055</td>
<td>0.129</td>
</tr>
<tr>
<td>3.8</td>
<td>1.335</td>
<td>16</td>
<td>48</td>
<td>0.333</td>
<td>10.661</td>
<td>14.232</td>
<td>19.0</td>
<td>-7.388</td>
<td>-9.863</td>
<td>0.322</td>
</tr>
<tr>
<td>5.1</td>
<td>1.629</td>
<td>24</td>
<td>46</td>
<td>0.522</td>
<td>11.477</td>
<td>18.696</td>
<td>30.456</td>
<td>1.010</td>
<td>1.645</td>
<td>0.539</td>
</tr>
<tr>
<td>7.7</td>
<td>2.041</td>
<td>42</td>
<td>49</td>
<td>0.857</td>
<td>6.007</td>
<td>12.260</td>
<td>25.023</td>
<td>10.759</td>
<td>21.959</td>
<td>0.805</td>
</tr>
<tr>
<td>10.2</td>
<td>2.322</td>
<td>44</td>
<td>50</td>
<td>0.880</td>
<td>5.280</td>
<td>12.260</td>
<td>28.468</td>
<td>10.518</td>
<td>24.423</td>
<td>0.907</td>
</tr>
</tbody>
</table>

\[
\bar{x} = \frac{\Sigma wx}{\Sigma w} = 1.615
\]

\[
\bar{z} = \frac{\Sigma wz}{\Sigma w} = 0.113
\]

\[
\hat{a} = \bar{z} - \hat{b} \bar{x} = -4.838
\]

\[
\hat{b} = \frac{(\Sigma w \Sigma wxz - \Sigma wz \Sigma wx)}{\Sigma w \Sigma wx^2 - (\Sigma wx)^2} = 3.065
\]

\[
\hat{\xi}_{50} = \frac{-\hat{a}}{\hat{b}} = 1.578
\]

\[
\hat{LD}_{50} = 4.85
\]

95% confidence limits on \( \hat{LD}_{50} \): \(4.37 \leq \hat{LD}_{50} \leq 5.37\)
which, for this type of bioassay experiment, is equal to,

\[ X^2 = \sum \frac{n_i}{\hat{p}_i \hat{q}_i} (p_i - \hat{p}_i)^2 \]  \hspace{1cm} (6.22)

where \( \hat{p}_i \) is the estimated response probability for the \( i \)th dose level, and \( \hat{q}_i = 1 - \hat{p}_i \).

The degrees of freedom for this statistic are given by the number of dose levels minus 2, the number of parameters in the model that were estimated from the data. For this example, the tables show that \( X^2 = 1.39 \) with three degrees of freedom, which is not statistically significant. Therefore, we may conclude that the model adequately fits the observed data.

This is not always the case, however, as shown in the following example. The data are from an experiment by Sinnhuber et al. (1968) in which Rainbow trout, held in 200-gallon tanks, were fed with different commercial diets plus additives. The amount of aflatoxin in the diet and additives was measured and the response of interest was the incidence of hepatomas. The fish were sampled at 6, 9, and 12 months. Table 6.4 shows the results of the 12 month sample.

The last column of the table, the chi-square calculation to test the adequacy of the log-logistic model, yields a chi square of 21.9 with 8 degrees of freedom which is statistically significant, \( P < 0.01 \). An examination of the standardized differences between the observed and expected proportions responding, given by

\[ R_i = \frac{\hat{p}_i - p_i}{\sqrt{\hat{p}_i \hat{q}_i / n_i}} \]  \hspace{1cm} (6.23)
Table 6.4 Example of Log-logistic Model Applied to Heterogeneous Quantal Data. Incidence of Hepatomas in Rainbow Trout Fed Diets Containing Aflatoxin for 12 Months. (Reproduced by permission of the authors from Sinnhuber et al., 1968)

<table>
<thead>
<tr>
<th>Concentration (ppb)</th>
<th>Log dose</th>
<th>Responders</th>
<th>Number at risk</th>
<th>Proportion responding</th>
<th>Estimated proportion responding</th>
<th>Chi responding square</th>
</tr>
</thead>
<tbody>
<tr>
<td>0.8&lt;sup&gt;a&lt;/sup&gt;</td>
<td>-0.223</td>
<td>0</td>
<td>12</td>
<td>0.0</td>
<td>0.444</td>
<td>0.319</td>
</tr>
<tr>
<td>3.7</td>
<td>1.308</td>
<td>5</td>
<td>10</td>
<td>0.5</td>
<td>2.5</td>
<td>4.277</td>
</tr>
<tr>
<td>4.0</td>
<td>1.386</td>
<td>2</td>
<td>13</td>
<td>0.154</td>
<td>1.907</td>
<td>3.663</td>
</tr>
<tr>
<td>5.0</td>
<td>1.609</td>
<td>9</td>
<td>18</td>
<td>0.5</td>
<td>4.5</td>
<td>11.651</td>
</tr>
<tr>
<td>7.9</td>
<td>2.067</td>
<td>5</td>
<td>12</td>
<td>0.417</td>
<td>2.929</td>
<td>6.054</td>
</tr>
<tr>
<td>8.0&lt;sup&gt;a&lt;/sup&gt;</td>
<td>2.079</td>
<td>20</td>
<td>30</td>
<td>0.667</td>
<td>6.720</td>
<td>13.970</td>
</tr>
<tr>
<td>15.3</td>
<td>2.728</td>
<td>62</td>
<td>82</td>
<td>0.756</td>
<td>15.251</td>
<td>41.604</td>
</tr>
<tr>
<td>19.0</td>
<td>2.944</td>
<td>34</td>
<td>39</td>
<td>0.872</td>
<td>4.625</td>
<td>13.616</td>
</tr>
<tr>
<td>36.5</td>
<td>3.597</td>
<td>31</td>
<td>40</td>
<td>0.775</td>
<td>7.121</td>
<td>25.613</td>
</tr>
<tr>
<td>42.0</td>
<td>3.738</td>
<td>89</td>
<td>90</td>
<td>0.988</td>
<td>1.459</td>
<td>5.454</td>
</tr>
</tbody>
</table>

47.456 119.366 39.249 327.270 128.154

<sup>a</sup>Fed for 13 months.

\[
x = \frac{\Sigma wx}{\Sigma w} = 2.515 \quad z = \frac{\Sigma wz}{\Sigma w} = 0.827
\]

\[
a = \frac{\Sigma wx^2 \Sigma wz - \Sigma wx \Sigma wz}{(\Sigma w \Sigma wx^2 - (\Sigma wx)^2)} = -1.912
\]

\[
b = \frac{\Sigma wz \Sigma wx - \Sigma wz \Sigma wx}{(\Sigma w \Sigma wx^2 - (\Sigma wx)^2)} = 1.089
\]

\[
a^2 = \frac{\Sigma wx^2}{(\Sigma w \Sigma wx^2 - (\Sigma wx)^2)} = 0.255
\]

\[
b^2 = \frac{\Sigma w}{(\Sigma w \Sigma wx^2 - (\Sigma wx)^2)} = 0.037
\]

\[
\chi^2(8) = 21.887
\]
may sometimes give a clue as to where the assumed model fails. Draper and Smith (1966) give an excellent discussion of residual analysis. In this situation, there appear to be no systematic deviations related to dose level nor to response rate, so we would have to conclude that the assumption of binomial sampling may be in error. The variation in the data is larger than would be expected under the binomial assumption. The original experiment consisted of 15 groups being fed various diets containing different amounts of aflatoxin. This variation in diets and additives may well have created the extra sampling variation. Kleinman (1973) and Cochran (1943) discuss this problem of proportions with extraneous variation from the viewpoint of statistical tests in the analysis of variance. They consider the extra variation to be additive to the binomial sampling variation. Finney (1952) suggests assuming that the true variation is simply a multiple of the binomial variation, and he proposes multiplying each of the variance estimates in equations (6.15), (6.16), and (6.20) by a heterogeneity factor, $X^2/k$, where $k$ is the number of degrees of freedom for the chi-square statistic $X^2$. In addition, in order to allow for the uncertainty in estimating this heterogeneity factor, the normal deviates, $Z_{a/2}$, used in calculating confidence limits, equations (6.17) and (6.21), should be replaced by $t$ values, $t_{k,a/2}$ where $t$ has $k$ degrees of freedom. Since these $t$ values are larger than the corresponding normal deviations, this has the effect of producing wider confidence intervals. In the previous example with heterogeneous data, the 95% confidence limits on the probability of response at a concentration of 5.0 p.p.b. of aflatoxin in the diet would be, using no heterogeneity factor and using normal deviations,

$$0.35 \leq P(5 \text{ ppb}) \leq 0.571$$

However, after multiplying the variance in equation (6.16) by the heterogeneity factor 21.887/8 = 2.736, and using a $t$ value with 8 degrees of freedom, 2.306, in equation (6.18), the proper 95% confidence limits become,

$$0.264 \leq P(5 \text{ ppb}) \leq 0.669$$

which are substantially wider than those calculated assuming no heterogeneity. It should be noted, however, that this correction procedure is only an approximation and should not be used if the Pearson $X^2$ statistic is not statistically significant.

The preceding results have been obtained by tacitly assuming that no response was possible at a zero dose, i.e. $P(0) = 0$. This is seen to be true for the log-logistic model defined in equation (6.12). When the dose is zero, the log dose, $x$, is minus infinity, and since the parameter $b$ is restricted to be non-negative, the probability of response becomes zero. This assumption of no response for no stimulus will not necessarily be true. In the two previous examples, both experimental designs contained a control, non-treated, group which produced no responders, so there was no apparent reason to consider the possibility of spontaneous, non-dose-related, response. However, if the response under consideration is one which either appears among a group of untreated subjects, or if such controls are not available, it
may be expected to have a spontaneous occurrence, then any mathematical dose–response model should properly allow for this possibility.

Two methods have been proposed to incorporate the possibility of response due to factors other than the stimulus in question. The first is known as ‘Abbott’s correction’, attributed to W. S. Abbott (1925), and is based on the assumption of an independent action between the stimulus and the background, or spontaneous response. If a proportion \( C \) of the subjects would respond in the absence of any stimulus, then the total response rate at a dose level \( D \), assuming independent actions, would be,

\[
P'(D) = C + (1 - C)P(D)
\]

From this equation it follows that the proportion responding due to the stimulus alone is,

\[
P(D) = \frac{(P'(D) - C)}{(1 - C)}
\]

If the spontaneous response rate \( C \) were known exactly, then the previous log-logistic model could be used with only minor modifications. The observed response rates \( p_i' \) should be transformed to their corresponding dose-related response rates \( p_i \) by use of equation (6.25). These \( p_i \) would be transformed to logits, \( \log(p_i/1 - p_i) \). The weights \( w_i \) used for the calculation of the parameters \( a \) and \( b \), and their variances, become,

\[
\begin{align*}
w'_i &= \frac{n_i p_i (1 - p_i)}{1 + \frac{C}{p_i (1 - C)}} \\
&= \frac{n_i p_i (1 - p_i)}{1 + \frac{C}{p_i (1 - C)}}
\end{align*}
\]

which are equal to \( w_i \) when \( C = 0 \). These modifications should not add undue complexities to the estimation of a dose–response curve. However, the spontaneous response rate is usually unknown, and even the knowledge of the proportion responding in some control group will only provide a range of plausible spontaneous rates. In this common situation of uncertainty, more complex methods of estimation, such as maximum likelihood, will be required and the general technique described in the Appendix to this chapter can be applied.

The second method of allowing for the spontaneous occurrence of response was proposed by Albert and Altshuler (1973) in which they suggested that the natural environment contains some additive background level of the stimulus, \( D_0 \), so that the response rate for a dose \( D \) would be,

\[
P'(D) = P(D + D_0)
\]

Abbott’s correction factor would then be given as \( C = P'(0) = P(D_0) \). Therefore, if \( C \) and the true dose–response curve were known, the background level \( D_0 \) could also be computed. This method, which will give results similar to the previous approach,
can only be employed using more complex estimation procedures. The maximum-likelihood method, assuming that $D_0$ is an unknown parameter, can be used.

In general, when the response under consideration may have a spontaneous occurrence independent of the stimulus, one should take care when using a model that assumes no such possibility. Figure 6.3 shows the effect of a spontaneous occurrence on the log-logistic dose-response function. The probability of response is given by equation (6.24) where $P(D)$ is the log-logistic model. The figure shows that, on a logit scale, whereas the log-logistic model is a linear function of the log dose (equation 6.13), the addition of a spontaneous response (here $C = 0.05$) induces a curvature at the low response rates. This could produce a bias in estimating the parameters of the log-logistic model assuming no spontaneous occurrence. The model from which the ‘true’ curve was produced has parameters $a = -5$ and $b = 3$, but the straight line fitted by eye through this ‘true’ curve would estimate them as $\hat{a} = -3.2$ and $\hat{b} = 2$. In general, when the ‘true’ dose-response curve contains a spontaneous element, then any model which assumes no such possibility will lead to an underestimate of the slope and an overestimate of the intercept. Looking at the difference between the estimated and ‘true’ curves in Figure 6.3 shows this difference to be negative for low dose levels, positive for moderate dose levels, and negative for high dose levels. This pattern provides a useful clue when examining the standardized residuals from the fit of a model to experimental data.

![Figure 6.3 Comparison of true dose-response curve having spontaneous occurrence with estimated curve assuming no spontaneous occurrence](image-url)
6.6. QUANTITATIVE RESPONSES

The preceding discussion has been concerned only with quantal responses. In many biological investigations, however, it is possible to quantify the magnitude of the response. Such data could be reduced to the quantal form by a simple dichotomy of the measurements into those greater than or less than some selected value. Since this procedure is wasteful of information, it would be better to use the actual measurements to construct a dose-response relation.

Dose-response data obtained over a limited range of dose levels may be analysed by general statistical regression techniques. The estimated regression equation will, however, not be valid outside this range; the magnitude of the response is often limited to be non-negative and to have a maximum possible response at high doses. The general techniques of the previous sections can be applied to these quantitative data by transforming the responses to lie between zero and one which can be done by dividing each one by the maximum response (if unknown it is treated as an unknown parameter to be estimated from the data). Therefore, quantitative responses can be thought of as a special case of quantal responses. The statistical treatment of such data is similar to, but somewhat different from, that for quantal responses. Finney (1952, 1964) provides a discussion of these analyses.

6.7. TIME-TO-OCCURRENCE MODELS

The estimation and analysis of the dose-response models discussed in the previous section are based on observational data that are quantal in nature, i.e. the subject either responds or not. However, for many experimental situations, there is an additional piece of information that has been infrequently used in the past, viz. the time since initiation of treatment at which the subject responded, or in the case of no response, the total length of time the subject was observed without a response. This additional information may be of benefit in two ways. It should add data to define more clearly the dose-response relation, especially in those situations for which the response rates at the high dose levels are close to 100%. Those experiments for which most dose levels produce 100% response will not provide much information on the quantal dose-response relation, but upon examination of the times to response, a monotone relationship between dose levels and the mean, or median, time to occurrence may be revealed, Brown (1973). The further advantage of using these occurrence times is that it allows for the construction of mathematical models which relate the dose level to the expected time of response. These models can then be used to estimate the number of responders in some population at risk at various points in time. A third potential advantage will be important in some studies but not in others. This relates to the problem of competing risks. If an agent produces two or more toxic responses, then relating dose to the incidence of a late-occurring response may be obscured by a different, earlier toxic response such as death.
Another aspect of time-related mathematical models which has received little attention is the effect of chronic exposure upon later generations of the organism in question. Brown (1958) discusses two possible changes in the dose–response relation from one generation to the next:

1. A reduced slope of the dose–response curve with a corresponding increase in the LD$_{50}$ as the more susceptible phenotypes are eliminated from the population. This can be followed by a steepening of the slope of the dose–response curve as the population becomes more homogeneous for resistance.

2. Increases in the LD$_{50}$ may also occur without changes in the slope due to an increased vigour of the strain rather than elimination of specific phenotypes.

A number of experiments have submitted colonies of insects to selection pressure from a specific insecticide, and when the LD$_{50}$ levels are plotted against the generation number, they are often found to constitute a sigmoid curve. In the first few generations there is little increase in the LD$_{50}$, then a sharp increase followed by a flattening out, implying that a maximum resistance has been reached. Such increased resistance may be expected to develop faster when the selection pressure is high rather than when only a small proportion is killed in each generation. Once resistance has been increased and the selection pressure removed,
it has often been found that the strain shows a reversion toward the original susceptibility.

This process of adaptation to a toxicant has also been found with phytoplankton. The period of adaptation before resumption of normal exponential growth will depend upon the level of exposure. Stockner and Antia (1976) found that this adaptation period for the marine diatom *Skeletonema costatum* in various concentrations (10%–30%) of kraft pulp mill effluent ranged from 2 to 12 days. No mathematical models have been proposed to explain either of these phenomena.

6.8. APPLICATION TO ECOLOGICAL RISK ASSESSMENT

Once the proper experimental or observational data have been obtained in the laboratory and one can estimate the relation between exposure level and response, the impact of an exposure upon the total ecosystem or its individual components can in theory be evaluated. The changes to be produced within the entire ecosystem will entail knowledge of the complex interactions among the component parts, which is beyond the scope of this chapter. We shall consider only the assessment of risk to the one individual component which relates to the data in hand.

This risk assessment can be based on a variety of measures and responses: increased incidence of some undesirable response in the exposed population, e.g. death, decreased reproductive capacity, or other response; life-shortening due to one or more toxicological responses; or a manifestation of these responses passed through genetic mutations from the exposed population to their offspring. The selection of particular responses and their measurement may depend upon practical considerations but a variety of such measurements should be made to obtain a more complete assessment of the total risk.

A common problem in the ecological assessment of risk is that of extrapolating from the results of experiments on laboratory animals which are generally conducted under highly controlled conditions with genetically homogeneous animals, to animals of different species not genetically homogeneous, living under diverse environmental conditions, and exposed to a variety of other toxicological agents. Nutritional differences and the physical environment can affect the response to many stimuli. In addition, the natural chemical environment with its great variety of substances provides the possibility for either synergistic or antagonistic activity. Genetic differences can affect many aspects of toxicological susceptibility. Therefore, the environment and genetic variability of the target population should, whenever possible, be considered in the extrapolation process. (In general, this heterogeneity should reduce the slope of any experimentally derived dose–response curve.)

The animal species used in the laboratory experiment is often different from the species in the ecosystem to which the experimental results are to be extrapolated. Many simplistic methods for extrapolating from one species to another have been proposed. A useful first approximation is provided by the surface area rule. The
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The construction of a mathematical time-to-occurrence model for dose and response is made up of two parts. The first is the mathematical form for the probability distribution of the response-time random variable \( t \),

\[
\text{Probability} (t \leq T) = F(T; \theta_1, \ldots, \theta_k)
\]  

(6.28)

where \( F(\cdot) \) is some cumulative distribution function having probability function \( f(\cdot) = dF(\cdot)/dt \), and \( \theta_1, \ldots, \theta_k \) are unknown parameters. It is assumed that the mathematical form of \( F \) is the same for each dose level, and that one, or more, of the parameters \( \theta_i \) are functions of dose. It is also assumed that all subjects will eventually respond, i.e. \( F(\infty) = 1 \), but because of competing risks such as death without evidence of the desired response, the subject may be removed from observation before the response can occur. This assumption is probably more valid for chronic exposure than acute exposure situations.

The second assumption concerns the relation between the dose level \( D \) and the parameters in equation (6.28). A general empirical relationship that has been proposed by Busvine (1938) and others is,

\[
\theta = \alpha D^\beta
\]

or

\[
\log(\theta) = \log(\alpha) + \beta \log(D)
\]  

(6.29)

There is no presumed biological basis for this relationship, but when \( \theta \) is the median time to response, a linear relation between the logarithm of \( \theta \) and the logarithm of dose has often been observed.

Many mathematical time-to-occurrence models have been proposed and all have a direct correspondence with quantal dose–response models (Chand and Hoel, 1974). One of the first models was proposed by Druckrey (1967) in which he assumed that the probability distribution of the occurrence times was log normal,

\[
f(t; \theta_1, \theta_2) = (\sqrt{2\pi} \theta_2 t)^{-1} \exp \left[ -\frac{1}{2} \left( \frac{\log(t) - \log(\theta_1)}{\theta_2} \right)^2 \right]
\]  

(6.30)

where \( \theta_1 \) is the median time to occurrence and \( \theta_2 \) is the standard deviation of the log response times. The value of \( \theta_1 \) is assumed to be related to dose through equation (6.29) while \( \theta_2 \) is assumed to be independent of the dose. The probability of a response at or before time \( T \) can be written as,

\[
P(D) = \int_0^T f(t; \theta_1, \theta_2) dt = \Phi \left[ (\log(T) - \log(\theta_1))/\theta_2 \right] \\
= \Phi \left[ (\log(T) - \log(\alpha) - \beta \log(D))/\theta_2 \right] \\
= \Phi(a + b \log(D))
\]

where \( \Phi(\cdot) \) is the cumulative normal distribution function, \( a = (\log T - \log \alpha)/\theta_2 \), and \( b = \beta/\theta_2 \). This shows that the log normal time-to-occurrence model produces the normal, or probit, quantal response model.
Other time-to-occurrence models include the Weibull model proposed by Pike (1966) and Peto et al. (1972),

\[ f(t; \theta_1, \theta_2) = \theta_1 \theta_2 t^{\theta_2 - 1} \exp(-\theta_1 t^{\theta_2}) \]  

(6.31)

where \( \theta_1 \) is assumed to be related to dose and \( \theta_2 \) is independent of dose to give,

\[
P(D) = \int_0^T f(t; \theta_1, \theta_2) dt
\]

\[ = 1 - \exp(-aD^{\beta}T^{\theta_2})
\]

\[ = 1 - \exp\{-\exp[a + \beta \log(D)]\}
\]

which corresponds to the one-hit model when \( \beta = 1 \). The compound Weibull, or generalized Pareto model,

\[ f(t; \theta_1, \theta_2, \theta_3) = \frac{\theta_1 \theta_2 t^{\theta_2 - 1}}{(1 + \theta_1 t^{\theta_2/\theta_3})^{\theta_3 + 1}}
\]

(6.32)

leads to the log-logistic quantal response model if \( \theta_1 \) is assumed to be related to dose through equation (6.29) and \( \theta_3 \) is assumed to be unity,

\[
P(D) = \int_0^T f(t; \theta_1, \theta_2, \theta_3 = 1) dt
\]

\[ = (1 + aD^{\beta}T^{\theta_2})^{-1}
\]

\[ = [1 + \exp[a + \beta \log(D)] ]^{-1}
\]

These and other models have been studied by Shortley (1965) and Gart (1965). The estimation of the parameters for any of these models from observed data cannot be done in a simple straightforward manner. Methods such as the iterative maximum-likelihood procedure previously discussed will have to be used. Figure 6.4 shows the results of fitting a Weibull time-to-response model (equation 6.31) to the results of an experiment in which benzopyrene was chronically painted on the backs of mice and the time until appearance of a skin tumour was noted. Lee and O'Neill (1971) found that, using equation (6.29) to describe the relation between induction time and dose, the parameter \( \beta \) was approximately equal to 2 indicating a relationship of time to response to the square of the dose level. This is an excellent example of the degree to which time-to-response models can describe observed data.

When such models are used to estimate risks from pollution of the natural environment, it should be noted that the estimated median response time, from equation (6.29), may often be greater than the natural lifespan of the species under consideration. This does not mean that the pollutant is without observable hazard. Due to the variation in response times around this median, some proportion of the subjects at risk may respond within their lifespan.
basic assumption is that the locus of action of any chemical is on some surface area; which particular surface may be unknown. If we assume an essential similarity, except size, between different mammalian species and assume about equal densities, then any surface area in an organism will be approximately proportional to the $\frac{2}{3}$ power of its weight. This surface area extrapolation rule is, however, only an approximation. After an animal is exposed to a chemical toxicant, a number of events may occur which can influence the observed toxic effect. These events include: absorption, distribution and storage, metabolism, excretion and re-absorption. Comparisons of the similarity of these events should be made among various animal species to improve the extrapolation of toxic effects between the different species. Absorption rates of chemicals through the gastrointestinal tract, the lung, and the skin are measurable in animals. The surface area-to-volume ratio in the gastrointestinal tract often differs among species. The presence of bacteria in the gastrointestinal tract may indirectly affect absorption. Once a chemical is absorbed, it is distributed through, and stored in, various parts of the body. The toxicant must pass through a variety of barriers before reaching its site of action. Intra-species variation in this distribution system should be taken into account when extrapolating from one species to another. Since a metabolite of the chemical to which an animal is exposed may be the toxic agent, rather than the original compound, metabolic differences among species will also enter the extrapolation equation. Differences in excretory rates of compounds through the kidneys, liver, and intestines may also be important.

These intra-species comparisons should provide for an 'equivalent dose' rule among species. For example, suppose we have two species, one of which is the experimental test animal denoted species T, and the other is the species in the ecosystem, denoted species E, for which we wish to make a risk assessment. Then we can relate the ecological exposure to species E, $d_E$, to the equivalent dose for the test species, $d_T = H(d_E)$, where the function $H$ will depend upon differences in the biochemical and physiological properties between the two species. However, since this extrapolation rule between species will not be known with certainty, some measure of the error in estimating the species' properties should be incorporated into the final extrapolation. Therefore, the estimation of risk to any population in the ecosystem will have some measure of uncertainty which is a combination of sampling errors in the data, choice of a particular mathematical model among the many possible models when extrapolating outside the observable range, and the uncertainties inherent in extrapolating between different animal species. All these sources of variation can lead to large potential errors in the final assessment of risk.

6.9. CONCLUSIONS

In the past, research on the analysis of dose–response relations has been limited to describing the results of an experiment conducted on a single species under
controlled conditions. Due to the magnitude of interactions inherent in any ecosystem, these techniques will not be generally applicable for predicting the effect of pollutants upon an entire system or even subsystems. Future work on doses and responses for estimating risks to ecosystems should examine the following problems.

1. Time-dependent models of ecosystems, with as many interactions as feasible, should be designed and tested. This will entail, as a first step, definitions of ecosystem response variables. These responses can range from a simple measure of the population size for a particular species, to a measure of both population size and mix of a number of species. The time-dependent nature of the model would allow for the estimation of these response variables over an extended time frame.

2. With respect to estimation of the effects on single species, more work should be done on modelling the changes over time in resistance or susceptibility to chronic exposure to toxicants.

3. Increased effort should be devoted to study both the interactive effects of combined toxicants and the modifying effects of other non-toxic environmental conditions since extrapolation of experimental results to a natural ecosystem will depend upon the generality of the bioassay.

In general, the weakness of current techniques used to measure the relations of doses and responses is that they are aimed at single species under controlled conditions. We must begin to consider an ecosystem as a single entity, albeit a complex one, and formulate new methods of estimating dose response of the system as a whole.
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6.11. APPENDIX: THE MAXIMUM-LIKELIHOOD METHOD OF FITTING DOSE–RESPONSE MODELS TO QUANTAL DATA

Assume that the data are of the following form: at each of \( m \) dose levels, denoted \( d_1, d_2, \ldots, d_m \), we have observed \( r_i \) responders out of a total of \( n_i \) subjects at risk, \( i = 1, \ldots, m \). Assume further that we wish to fit some mathematical model relating dose level to the probability of response which takes the general form,

\[
\text{Probability of response at dose } d_i = P(d_i; \theta_1, \ldots, \theta_k) = P_i
\]

where \( \theta_1, \ldots, \theta_k \) are unknown parameters to be estimated from the observed data. The method of maximum likelihood chooses those values of the \( \theta_i \) that maximize the likelihood of the observed data.

Assuming that the binomial model holds for each dose level, then the likelihood of observing \( r_i \) responders out of \( n_i \) subjects at the \( i \)th dose level is simply the binomial probability,

\[
L(r_i) = \text{Prob}(r_i \text{ out of } n_i) = \binom{n_i}{r_i} P_i^{r_i} (1 - P_i)^{n_i - r_i}
\]

where \( P_i \) is the unknown response probability at the \( i \)th dose. Since the result at any dose level is independent, in the statistical sense, of the results at each of the other doses, the likelihood of the entire set of data can be written as the product of the individual likelihoods,

\[
L = L(r_1, \ldots, r_m) = \prod_{i=1}^m L(r_i) = \prod_{i=1}^m \binom{n_i}{r_i} P_i^{r_i} (1 - P_i)^{n_i - r_i}
\]

Inserting the dose–response model (equation 6.33) into this likelihood expression gives,

\[
L = \prod_{i=1}^m \binom{n_i}{r_i} P(d_i; \theta_1, \ldots, \theta_k)^{r_i} [1 - P(d_i; \theta_1, \ldots, \theta_k)]^{n_i - r_i}
\]

The estimates \( \hat{\theta}_i \) of the unknown parameters \( \theta_i \) are obtained by maximizing this expression over all possible values of the \( \theta_i \). It is often easier to maximize the logarithm of the likelihood, since maximizing one will maximize the other.
\[ l = \log(L) = \sum \{ \log(\frac{n_i}{r_i}) + r_i \log[P(d_i; \theta_1, \ldots, \theta_k)] \\
+ (n_i - r_i) \log[1 - P(d_i; \theta_1, \ldots, \theta_k)] \]  
(6.36)

One method of obtaining the maximum of a function is to find the values of \( \theta_i \) such that the first partial derivatives, with respect to the \( \theta_i \), are all equal to zero. These partial derivatives are given by

\[ \frac{\partial l}{\partial \theta_j} = \sum \frac{(r_i - n_iP_i)}{P_iQ_i} \frac{\partial P_i}{\partial \theta_j}, j = 1, \ldots, k \]  
(6.37)

where \( P_i = P(d_i; \theta_1, \ldots, \theta_k) \) and \( Q_i = 1 - P_i \).

Solving this set of non-linear equations is often computationally difficult and must be accomplished by iteration. The Newton–Raphson iteration technique is one such method that can be used. It can be described as follows:

1. start with a set of initial estimates of the \( \hat{\theta}_j \) denoted by \( \hat{\theta}_j^{(0)} \);
2. for each \( \hat{\theta}_j \), find its correction factor denoted by \( \Delta_j^{(0)} \);
3. the new estimates are then given by \( \hat{\theta}_j^{(1)} = \hat{\theta}_j^{(0)} + \Delta_j^{(0)} \);
4. continue this iteration procedure, steps (2) and (3), until the equations (equation 6.37) are all equal or close to zero; in general, the new parameter estimates at the \((i + 1)st \) stage are obtained from those at the \(i\)th stage by the relation, \( \hat{\theta}_j^{(i+1)} = \hat{\theta}_j^{(i)} + \Delta_j^{(i)} \).

For the Newton–Raphson iteration method, the correction factors \( \Delta_j^{(i)} \) are computed from the second partial derivatives of the log likelihood. These second derivatives are,

\[ \frac{\partial^2 l}{\partial \theta_s \partial \theta_t} = \sum \left[ \frac{(r_i - n_iP_i)}{P_iQ_i} \frac{\partial^2 P_i}{\partial \theta_s \partial \theta_t} + \frac{(r_i - n_iP_i)P_i - r_iQ_i}{P_i^2 Q_i^2} \left( \frac{\partial P_i}{\partial \theta_s} \right) \left( \frac{\partial P_i}{\partial \theta_t} \right) \right] \\
s, t = 1, \ldots, k \]  
(6.38)

Using matrix notation and denoting the vector of first derivatives in equation (6.37) by \( M_j^{(i)} = (\partial l/\partial \theta_1, \ldots, \partial l/\partial \theta_k)' \) evaluated at the \( \hat{\theta}_j^{(i)} \), \( j = 1, \ldots, k \), and denoting the matrix of the second derivatives in equation (6.38) by \( M_2^{(i)} = (\partial^2 l/\partial \theta_s \partial \theta_t) \) also evaluated at the \( \hat{\theta}_j^{(i)} \), \( j = 1, \ldots, k \), then the vector of the \(i\)th correction factors, \( \Delta^{(i)} = (\Delta_1^{(i)}, \ldots, \Delta_k^{(i)})' \) is obtained from the matrix equation,

\[ \Delta^{(i)} = - (M_2^{(i)})^{-1} M_1^{(i)} \]  
(6.39)

The set of \( \hat{\theta}_j \) which solve the equations equation (6.37) are the maximum-likelihood estimates of the parameters. The variances and covariances of these estimates are given by the negative inverse of the matrix of second derivatives.
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(equation 6.38) evaluated at the maximum-likelihood estimates $\hat{\theta}_j, j = 1, \ldots, k$. In matrix notation,

$$\Sigma = (\sigma^2_{\theta}) = -M^{-1},$$

(6.40)

where $\sigma^2_{\theta}$ is the estimated variance of $\hat{\theta}_s$ and $\sigma^2_{\theta t}$ is the estimated covariance of $\hat{\theta}_s$ and $\hat{\theta}_t$.

A specific example of this general technique for the log-logistic model follows. The probability of response is given by,

$$P(x_i; \theta_1, \theta_2) = \left[ 1 + \exp \left[ -(\theta_1 + \theta_2 x_i) \right] \right]^{-1},$$

where $x_i = \log(d_i)$. The first and second derivatives of the log likelihood in equations (6.37) and (6.38) are easily obtained by using the relations,

$$\frac{\partial P}{\partial \theta_1} = P_i Q_i \text{ and } \frac{\partial P}{\partial \theta_2} = P_i Q_i x_i$$

These derivatives turn out to be,

$$\frac{\partial^2 l}{\partial \theta_1 \partial \theta_1} = -\Sigma_i (r_i - n_i P_i), \quad \frac{\partial^2 l}{\partial \theta_1 \partial \theta_2} = \Sigma_i (r_i - n_i P_i) x_i$$

$$\frac{\partial^2 l}{\partial \theta_2 \partial \theta_1} = -\Sigma_i n_i x_i P_i Q_i$$

$$\frac{\partial^2 l}{\partial \theta_2 \partial \theta_2} = -\Sigma_i n_i x_i^2 P_i Q_i$$

Table 6.5 Maximum-likelihood Iterative Computation for Rotenone Toxicity Example

<table>
<thead>
<tr>
<th>Iteration</th>
<th>Parameter estimates</th>
<th>First derivatives</th>
<th>Correction factors</th>
</tr>
</thead>
<tbody>
<tr>
<td>$i$</td>
<td>$\hat{\theta}_1^{(i)}$</td>
<td>$\hat{\theta}_2^{(i)}$</td>
<td>$\Delta \hat{\theta}_1^{(i)}$</td>
</tr>
<tr>
<td>0</td>
<td>0</td>
<td>1</td>
<td>-69.474</td>
</tr>
<tr>
<td>1</td>
<td>-5.362</td>
<td>3.180</td>
<td>13.540</td>
</tr>
<tr>
<td>2</td>
<td>-4.754</td>
<td>3.028</td>
<td>-0.434</td>
</tr>
<tr>
<td>3</td>
<td>-4.887</td>
<td>3.104</td>
<td>-0.005</td>
</tr>
<tr>
<td>4</td>
<td>-4.889</td>
<td>3.105</td>
<td>0.000</td>
</tr>
</tbody>
</table>
The correction factors become

\[ \Delta_1 = -\frac{\left[ (\sum n_i x_i P_i Q_i) (\sum (r_i - n_i P_i)x_i) - (\sum n_i x_i^2 P_i Q_i) (\sum (r_i - n_i P_i))\right]}{D} \]

\[ \Delta_2 = -\frac{\left[ (\sum n_i x_i P_i Q_i) (\sum (r_i - n_i P_i)) - (\sum n_i P_i Q_i) (\sum (r_i - n_i P_i)x_i)\right]}{D} \]

where \( D = (\sum n_i P_i Q_i)(\sum n_i x_i^2 P_i Q_i) - (\sum n_i x_i P_i Q_i)^2 \).

The \( P_i \) and \( Q_i \) are calculated using the current values of \( \hat{\theta}^1 \) and \( \hat{\theta}^2 \). Convergence of this iterative procedure depends upon the initial estimates \( \hat{\theta}_1^{(0)} \) and \( \hat{\theta}_2^{(0)} \), but is normally quite rapid. Table 6.5 shows the computational steps to obtain maximum-likelihood estimates for the rotenone example in Table 6.3. The initial estimates were \( \hat{\theta}_1^{(0)} = 0 \) and \( \hat{\theta}_2^{(1)} = 1 \), far from the final estimates, yet only 4 iterations were required. It should also be noted that the estimates obtained from the previous least squares solution agree closely with these maximum-likelihood estimates. This will generally be true for moderately large sized experiments.